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Abstract— Smart grid is the next generation of electrical grid 

that can be integrated with renewable source to produce electric 

power. Then, there is a challenge to integrate renewable energy 

such as solar into smart grid. This is because the output of solar 

energy is related to the solar irradiance which is lack of stability 

due to weather variation. Therefore, solar irradiance 

forecasting is the solution to solve this problem. Then, multiple 

regression (MR) and neural network (NN) models were built. 

For the model validation, neural network model has achieved 

correlation coefficient (R) of 0.9173 and root mean square error 

(RMSE) of 114.1820 which better than MR model. With weather 

forecast produced by seasonal ARIMA, one day ahead (inter-

day) and an hour (intraday) solar irradiance were forecasted by 

MR and NN models. In addition, there is Global Forecast 

System (GFS) was applied then blended model formed by 

blending MR, NN and GFS models together. As the result, for 

inter-day forecasting, weighted mean absolute percentage error 

(WMAPE) of 11.79% achieved by NN model on sunny day. 

Then, blended model has the lowest WMAPE of 30.50% on 

cloudy day. On the other hand, NN model has outperformed 

compared to other models for intraday forecasting. 

 

keywords—smart grid, solar irradiance, forecasting 

 

I. INTRODUCTION 

 

Over the past decades, coal and natural gas are the natural 

resources used as conventional power generation in Malaysia 

[1]. Then, the burning process on coal and natural gas 

produced huge amount of carbon dioxide which causes global 

warming. So, the way to reduce and replace the use of those 

primary resources is to apply renewable energy such as solar 

energy. 

Solar energy is kind of clean energy which energy can be 

generated based on sunlight. Then, solar panel is the main 

component in solar energy. The working principle of solar 

panel is the photovoltaic cells consisted in solar panel that 

used to convert direct sunlight into electricity. Also, our 

country has the benefit to expand solar energy due the 

geography of Malaysia is located at the equatorial region 

which is hot climate throughout the year. In order to apply 

solar energy to the user, there is smart grid technology that 

can be dealt with the solar energy. 

Smart grid is known as next generation of electrical grid 

based on digital system to provide energy to customer via full 

duplex communication. The operation of this system is to 

control and monitor the information from energy supply to 

improve efficiency, optimize the reliability and transparency 

also reduce the cost of energy supply [2]. Smart grid covers 

the evolution for power generation, transmission and 

distribution. For example, long distance transmission with 

minimize loses and digital control of distribution. Also, smart 

grid can adjust power flow and recover power transfer service 

when there is incident like transformer was down happened 

[3]. A model set of smart grid includes power generation, 

transmission, distribution and residential consumption based 

on renewable energy shown as Figure 1. 

 

 
Figure 1: A model set of Smart Grid [4]. 

 

Besides that, there are a lot of benefits by applying smart 

grid technology. One of the benefits is smart grid has the 

function of demand side management which allows customer 

to save their power consumption during peak hour. 

Furthermore, smart grid enables the grid from power 

distribution connected with solar panel as well as renewable 

resources to reduce carbon dioxide emission. Then, power 

storage involved for load balancing is also another benefit of 

smart grid. Other than that, smart sensor has inserted into 

smart grid to eliminate electricity failure and increase 

reliability [5]. Moreover, there is advanced metering 

infrastructure (AMI) as part of smart grid by connecting smart 

meter which can measure and analyze the energy usage. On 

the other words, AMI provides management capability that 

allows user to know their real-time energy usage [6]. 

Moreover, smart grid that operates in small scale is known 

as smart microgrid. There are AC, DC and hybrid AC/DC 

microgrids [7]. AC microgrid is utilized existing AC grid 

while DC microgrid is based on distributed renewable 

sources such as solar energy. Then, the hybrid AC/DC 

microgrid is enabled to change in between gird-connected 

and island modes. For the island mode, it is referred to the 

renewable energy management with two forms of operation. 

One form is without the connection of electric grid. Another 

form is the connection with electric grid in parallel in case 

there is run out the storage of solar energy. Since the output 



 

  2 

of solar power is directly related to solar irradiance, then solar 

irradiance forecasting is essential to implement together with 

smart grid technology. This is because solar irradiance can be 

affected by the weather variations. 

In the term of sustainability, there is consideration of solar 

energy in the fields of environment, economic and social. The 

traditional power generator based on fossil fuel such as coal, 

petroleum and natural gas. Fossil fuel is also known as non-

renewable resource. The depletion of fuel fossil can cause 

serious problem which is energy crisis [8]. This is why the 

way to expand in renewable energy such as solar energy. 

Then, solar irradiance forecast technique helps to stable the 

production of electric based on solar energy. So, the 

renewable energy can replace the use of fossil fuel and also 

reduce carbon dioxide emission. 

Due to development technologies, the cost of solar panel is 

getting cheaper. There is low cost based on solar energy to 

generate electric power [9]. However, solar irradiance 

forecast system is needed to know how much solar energy 

will be produced for the next day in order to sustain and stable 

the energy produced by solar energy. When the electric 

energy is generated based on solar energy, the cost of power 

generator based on fossil fuel can be reduced. 

With the smart grid technology, resident can able to 

integrate their own solar panel on the roof top. The benefit of 

integrating solar panel is to generate electric based on solar 

energy and reduce the electric bill from the power supplier. 

However, the solar energy is required the support of storage 

battery [10]. Then, solar irradiance forecast takes part to 

know how much solar energy produced to maintain the 

battery life as well as protect the investment of solar panel. 

In conclusion, this project is going to build models that 

used to forecast solar irradiance. Therefore, the solution of 

forecasting is the way to support the field of solar energy and 

solve the problem of integration solar energy into smart grid. 

 

II. LITERATURE REVIEW 

 

Nowadays, the world is in the generation of information 

and technology. Technology is changing frequently to fulfill 

the human requirements. Forecasting technique is also one of 

the growing technologies due to the evolution of generation. 

Then, there are many different kinds of forecasting 

techniques generated. For instance, regression as statistical 

approach while artificial neural network (ANN) as machine 

learning approach and autoregression integrated moving 

average (ARIMA) as time series approach. Also, Global 

Forecast System (GFS) model is one of existing weather 

forecast models that can be applied. Therefore, various 

research papers on solar irradiance forecasting can be found. 

In addition, those were related to my proposed methods that 

can be used as references in order to achieve the objectives of 

my project. 

 

A. Statistical approach 

 

Regression is a process of modelling between a dependent 

variable and one or more independent variables [11], [12]. 

Regression with more than one independent variable called 

multiple regression. The kind of regression can be defined as 

linear and quadratic. Linear regression is linear form while 

quadratic regression is non-linear form. 

However, the regression model which has two or more 

independent variables can cause the issue of multicollinearity 

[13]. The effect of multicollinearity that makes the 

coefficients of regression insignificant when there are many 

similar independent variables. So, in order to avoid 

multicollinearity, then variance inflation factor (VIF) can be 

used to detect whether the independent variables are 

correlated to each other or not. Also, the range of VIF as 

shown in Table 1. For instance, if the independent variables 

with the VIF is above 5, then one of them should be removed. 

 

Table 1: The range of VIF. 

VIF 
Correlation between independent 

variables 

1 Not correlated 

Between 1 and 5 Moderately correlated 

Greater than 5 Highly correlated 

 

The goal of regression is to find the best fitted line (can be 

linear or quadratic) by the method of least-squares fit then 

estimate the coefficients [14]. As stated in [15], the general 

equation for multiple linear and quadratic regression are 

shown in Eq. (1) and (2) where 
0
 = intercept, 

1
, 

2
 = linear 

coefficients, 
11

,
22

 = quadratic coefficients, 
12

 = 

interaction coefficient, 𝑋1, 𝑋2 = parameters and  = random 

error that follows normal distribution with mean 0. 
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Moreover, there are papers had been proposed for the 

statistical method to forecast solar irradiance. Massidda et al. 

[16] had reported a research on use of multilinear adaptive 

regression splines and numerical weather prediction to 

forecast the power output of a PV plant in Borkum, Germany. 

Multivariate Adaptive Regression Splines (MARS) is the 

method applied to form the model then predict the one day 

ahead photovoltaic power from power production. The input 

data used are history power output data and forecast weather 

data from Global Forecasting System (GFS). There are 

various performance measures such as coefficient of 

determination (R-squared), root mean square error (RMSE), 

mean bias error (MBE) and mean average error (MAE) used 

in this study. As the result, RMSE of 1106.1 kWh and MAE 

of 862.5 kWh as the error of daily energy production which 

equal to 11.0% and 8.6% of its maximum. In addition, the 

model can be further improved by putting huge number of 

input variables as well as extended data to build complex 

regression to increase the accuracy. 

A paper of multivariate regression for prediction of solar 

irradiance had c by Nalina U et al. [17]. Multivariate 

regression model developed by solar irradiance (dependent 

variable) and air temperature and relative humidity 

(independent variable) for 4 days ahead solar irradiance 

forecast. The result showed that the standard error of 2.242% 

for the model. 

A research on multiple linear regression equation for 

estimation of daily averages solar radiation in Chonburi, 

Thailand had completed by Mekparyup et al. [18]. Multiple 

linear regression (MLR) equation generated based on the 

input data of solar radiation, maximum and minimum 

temperature, humidity, hours of bright sunshine, water vapor 

pressure, sea level pressure collected from Meteorological 
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Observation Bureau, Thai Meteorological Department since 

2005 to 2009. Then, MLR model is evaluated by adjusted 

coefficient of determined (adjusted R-squared) and standard 

error of estimation (S). The best results of MLR model 

achieved are R-squared of 0.923 and S of 0.101. 

 

B. Machine learning approach 

 

Artificial neural network (ANN) uses machine learning 

algorithm that allows the neurons learn like a human brain 

[19]. In neural network, it consists of input, hidden and output 

layers. For each layer, there is neuron (also called as node) 

which connected in between multi-layer networks [19]. In 

mathematically, the output of neuron can be calculated by Eq. 

(3) where x = input, w = weight, b = bias, 𝜑 = activation 

function and y = output. Furthermore, different 

implementation of activation function like sigmoid or 

hyperbolic tangent sigmoid which can affect the output of 

neuron. Then, the structure of neuron as shown in Figure 2. 

 

 
Figure 2: The structure of a neuron [20]. 

 

𝑦𝑗 =  𝑓 (∑ 𝑥𝑖

𝑛

𝑖=1

. 𝑤𝑖 + 𝑏) (3) 

Feed forward neural network (FFNN) is kind of neural 

networks with the application of forecasting. FFNN is based 

on backpropagation learning algorithm which is known as 

supervised learning. The function of backpropagation is to 

update weights to minimize error. [11]. Then, with the 

adjusted weights, the desired output can only achieve as 

actual data. 

Furthermore, there are a lot of research papers had been 

done for on solar irradiance forecast using artificial neural 

network (ANN). Khatib et al. [20] had reported solar energy 

prediction method using artificial neural networks (ANNs). 

The developed network based on ANN is used to predict 

clearness index. Latitude, longitude, day number, and 

sunshine are the inputs while the output is clearness index. 

Then, the result of MAPE for predicted global solar 

irradiance is 5.92% which diffused solar radiation is 9.8%. 

Marquez et al. [21] had developed a medium-term solar 

irradiance forecasting model by applying 11 predicted 

meteorological variables from the US National Weather 

Service’s (NWS) forecasting database as inputs to an 

Artificial Neural Network (ANN) model. The metrics 

included are root mean square error (RMSE) and correlation 

coefficient (R-squared). Then, the model has achieved R-

squared of 0.945 and improved RMSE for GHI by 10 – 15%. 

However, the built model has less accuracy by increasing 

forecast horizon.  

A research on solar insolation forecast using Artificial 

Neural Network for Malaysian weather had investigated by 

Chua et al. [22]. The paper presented 12 hourly solar 

insolation forecasting using Artificial Neural Network 

(ANN). Prediction for the next day 12 hours solar insolation 

based on multi-level perceptron (MLP) with back 

propagation technique model. The best performance MLP 

forecast model with least error of MSE and high R-squared. 

There are Com 3 and Com 4 investigated under sunny and 

rainy condition. As the result, the performance of Com 3 for 

sunny and rainy with MSE of 0.2% and 0.09% while Com 4 

are 0.2% and 0.05%. 

According to Kumar et al. [23], the title of Artificial Neural 

Network model for precise estimation of global solar 

radiation with the method of feed-forward neural network had 

been reported. The inputs are mean value of year, duration 

(year), month, latitude, longitude, sunshine, temperature, 

humidity, wind speed and rainfall while the output is solar 

radiation. As the result, mean percentage error, root mean 

square error and mean bias error mean percentage error 

between measured and estimated solar radiation are the range 

of -4.16 to 4.82, 0.02 to 0.26 and - 0.30 to 0.08. 

Abuella et al. [24] had presented solar power forecasting 

using Artificial Neural Networks. 12 independent variables 

from the European Centre for Medium-Range Weather 

Forecasts (ECMWF) used to forecast solar irradiance. Root 

mean square error (RMSE) and correlation coefficient (R) to 

evaluate the performance of models. There is also multiple 

linear regression (MLR) model conducted then compared to 

feed - forward curve fitting model (ANN) model. As the 

result, ANN model has achieved RMSE of 0.0554 and R-

squared of 0.97 which is better than MLR model on the test 

case of May 2014.  

A paper about day-ahead solar irradiance forecasting for 

microgrids using a long short-term memory recurrent neural 

network: a deep learning approach has been done by Munir 

Husein et al. [25]. The data included are historical solar 

irradiance, dry-bulb temperature, dew-point temperature and 

relative humidity to develop long short term recurrent neural 

network (LST-RNN) model that forecasts hourly day ahead 

solar irradiance. Also, LST-RNN model is compared to 

feedforward neural network (FFNN) model. In the result, 

LST-RNN model has achieved RMSE of 60.31 W/m^2 which 

is better than FFNN model. 

Kim et al. [26] had published a two-step approach to solar 

power generation prediction based on weather data using 

machine learning. There are base model and two-stage 

approach used in this research. Base model is only based on 

weather forecast while two-stage approach model combined 

of weather forecast and measured weather to predict power 

generation. The weather forecast included rain type, sky type, 

temperature, humidity, wind speed, wind direction and 

elevation while measured weather data included radiation 

atmospheric pressure, vapor pressure and surface 

temperature. There are various algorithms such as support 

vector regression (SVR), classification and regression tree 

(CART), k-nearest neighbors (k-NN), adaptive boosting 

(AdaBoost), random forest regression (RFR) and artificial 

neural network (ANN) applied to models. In the result, R-

squared of 70.5% as the best result achieved by random forest 

regression algorithm. 

 

C. Time series approach 

 

Time series forecasting is a model that forecast future value 

based on past value [28]. There are a lot of kind of time series 

models such as AR, MA, ARMA, ARIMA stated in [27]. 

ARIMA is a time series model that combined autoregression 
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(AR), integration (I) and moving average (MA). ARIMA 

model that deal with seasonality is known as seasonal 

ARIMA. Usually, ARIMA model presented as ARIMA 

(p,d,q) while seasonal ARIMA as SARIMA (p,d,q)(P,D,Q)s 

presented in [28].  

Then, the general equation of seasonal ARIMA without 

constant as shown in Eq. (2) where p = number of 

autoregression, q = number of moving average, P = number 

of autoregression in seasonal, Q = number of moving average 

in seasonal, s = seasonality and 𝜀𝑡  = Gaussian random 

variable with mean (0) and variance, σ. Furthermore, the 

representation of components in Eq. (4) as shown in Table 2. 

 
∅𝑝(𝐵)𝜑𝑃(𝐵𝑠)(1 − 𝐵𝑠)𝐷(1 − 𝐵)𝑑 = 𝜃𝑞(𝐵)𝜗𝑄(𝐵𝑠)𝜀𝑡   (4) 

 

 

Table 2: The representation of components in seasonal 

ARIMA model [30]. 

Component Representation 

Regular 

AR(p) 
∅𝑝(𝐵) = 1 − ∅1𝐵1 − ⋯ − ∅𝑝𝐵𝑝 

Seasonal 

AR(P) 
∅𝑃(𝐵𝑠) = 1 − 𝜑1𝐵𝑠 − ⋯ − 𝜑𝑃𝐵𝑃𝑠 

Regular 

MA(q) 
𝜃𝑞(𝐵) = 1 − 𝜃𝑞𝐵1 − ⋯ − 𝜃𝑞𝐵𝑞𝑠 

Seasonal 

MA(Q) 
𝜃𝑄(𝐵𝑠) = 1 − 𝜃𝑄𝐵𝑄𝑠 − ⋯ − 𝜃𝑄𝐵𝑄𝑠 

Differencing, 

d 
(1 − 𝐵)𝑑 

Seasonal 

differencing, D 
(1 − 𝐵𝑠)𝐷 

Backshift 

operator, B 
𝐵𝑦𝑡 = 𝑦𝑡−1 

 

Moreover, autocorrelation function (ACF) and partial 

autocorrelation function (PACF) used to estimate the 

elements of p and q from ARIMA model [29]. However, the 

input is suggested to form in stationary with the process of 

differencing before ACF and PACF are applied. 

Furthermore, time series model is also widely used on solar 

forecasting. A study of localized solar power prediction based 

on weather data from local history and global forecasts had 

been done by Poolla et al. [30]. This study aimed to forecast 

18 hour ahead solar power output based on measured weather 

data and 18 hour ahead global forecast weather data from 

High Resolution Rapid Refresh (HRRR). ARX model 

developed by history weather measurements and exogenous 

weather forecasts. Then, ARX model compared to AR model 

that without the exogenous forecast. Root mean square error 

(RMSE), mean absolute error MAE and root mean square 

(RMS) used to verify the performance of models. As the 

result, the ARX model using both local history and global 

forecast has achieved in higher mean RMS of 80.07% while 

AR model using local history is 73.42%.  This result indicated 

that the ARX model has higher accuracy than AR model. 

A paper of time series ARIMA model for prediction of 

daily and monthly average global solar radiation: The case 

study of Seoul, South Korea had reported by Mohammed H. 

Alsharif et al. [31]. In this paper, seasonal ARIMA models 

were developed to predict monthly and daily solar radiation 

based on the dataset of solar radiation over the past 37 years. 

The structure of seasonal ARIMA was determined by ACF 

and PACF. The result showed that RMSE = 33.18 and R-

squared = 79% for monthly solar radiation model while 

RMSE = 104.26 and R-squared = 68% for daily solar 

radiation model. 

 

D. Hybrid approach 

 

Hybrid model is a mix of two or more models together to 

achieve better forecast result. A study on forecast horizon and 

solar variability influences on the performances of multiscale 

hybrid forecast model had completed by Monjoly et al. [32]. 

In this study, multiscale hybrid forecast model (MHFM) 

model was developed based on a hybrid autoregressive (AR) 

and neural network (NN) model combined with multiscale 

decomposition methods for 1 hour ahead solar irradiance 

forecast. For the input, solar global radiation is used in 

different time interval. Then, the best performance of MHFM 

model achieved is rRMSE of 2.91% on clear sky days while 

rRMSE of 6.73% on cloudy sky days as the worst. Therefore, 

it is a challenge to forecast solar irradiance due to 

microclimates. 

Based on the research with the title of SARIMA-SVM 

hybrid model for the prediction of daily global solar radiation 

time series, the author Sabrina Belaid Boualit et al. had been 

proposed a hybrid model based on seasonal autoregression 

integrated moving average (SARIMA) and support vector 

machine (SVM) to predict daily solar radiation [28]. As the 

result, normalized root mean square error (NRMSE) and 

correlation coefficient (R) achieved by the hybrid model are 

14.529% and 0.874. which improved 0.384% and 0.007 from 

SARIMA model. 

 

E. Global Forecast System (GFS) 

 
Figure 3: Global Forecast System (GFS) model [33]. 

 

Global Forecast System (GFS) shown in Figure 3 is a 

weather forecast model produced by the National Centers for 

Environmental Prediction (NCEP).  There are various of 

forecast data include of solar irradiance provided by GFS 

model. Also, GFS model had been used for research 

purposes. 

According to L. Martin [34], the paper of global and direct 

normal irradiance forecast using GFS and statistical 

techniques had been studied. The aim of this research is to 

forecast hourly global solar irradiance (GHI) in different 

stations based on statistical downscaling with neural network 

(NN) and Global Forecast System (GFS). Then, the dataset of 

hourly solar irradiance obtained from the stations of 

Meteorological and Climatological Service of Navarra. 

Furthermore, relative mean bias deviation (rMBD) and 

relative root mean squared deviation (rRMSD) to measure the 

error of model. GFS model has showed lower rRMSD for the 

most of stations. However, there is huge improvement based 

on neural network model compared to GFS model for some 
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stations. 

A research on solar irradiance forecasting in the tropics 

using Numerical Weather Prediction and statistical learning 

had reported by Verboi et al. [35]. Weather Research and 

Forecasting (WRF) model with statistical techniques to 

generate day-ahead hourly solar irradiance. Dimensionality 

reduction, model output statistics (MOS) and removal of 

yearly and daily cycles are post-processing steps in the 

system. Smart persistence, climatological and Global 

Forecasting System (GFS) used to compare with WRF in the 

terms of RMSE and MAE. The result showed WRF-solar-

PCA model has RMSE and MAE that are 1% and 5% lower 

than GFS, 23% and 22% lower than smart persistence, 10% 

and 15% lower than climatological. 

 

III. RESULT AND DISCUSSION 

 

A. Result of data analysis and correlation 

 

There are two parts conducted for data analysis and 

correlation. The first part is data analysis and correlation 

between independent variables. Then, second part is the data 

analysis and correlation between independent variables and 

dependent variable. Independent variables are temperature, 

humidity, wind speed and pressure while dependent variable 

is solar irradiance. 

 

 
Figure 4: The data analysis between independent variables 

(part of data). 

 

Figure 4 shows that the data analysis between independent 

variables with only part of data. The reason of the result 

presented as part of data due to the better view for the graph 

analysis. Based on the observation, the relationship between 

temperature and humidity is the most significant result which 

is inversely related to each other. Besides of that, it is difficult 

to recognize the relationship for the rest of the independent 

variables. 

 

Table 3: R and VIF between independent variables. 

Parameter R VIF 

Temperature & Humidity -0.8713 4.1519 

Temperature & Wind Speed 0.2452 1.0639 

Temperature & Pressure -0.2544 1.0692 

Humidity & Wind Speed -0.3773 1.1659 

Humidity & Pressure 0.1994 1.0414 

Wind Speed & Pressure 0.1071 1.0116 

 

Table 3 shows R and VIF between independent variables. 

Based on the range of VIF stated in Table 2.1, the relationship 

between temperature and humidity has the highest VIF of 

4.1519 which means moderately correlated. For the rest of 

independent variables, the values of VIF are close to 1 which 

means not correlated. Fortunately, all the parameters are not 

exceeded VIF of 5 therefore all can be used for modelling. 

 

 
Figure 5: The data analysis between independent variables 

and dependent variable. Left column: Overall data. Right 

column: Part of data. 

 

Figure 5 shows that the data analysis between dependent 

variable and independent variables. There are two columns 

which left column shows overall data view while the right 

column shows zoom in view from overall data. The reason 

that the additional part of zoom in view due to better view for 

data analysis. So, the relationship result can be observed and 

explained. As the result, there is high solar irradiance when 

temperature is high. Besides that, humidity is inverse of 

temperature therefore solar irradiance will drop as humidity 

rise. Then, wind speed is not steady related to solar irradiance. 

Sometime high wind speed come with high solar irradiance 

but sometime not. For the pressure, it can be observed that the 

solar irradiance rises at the moment when pressure drop from 

its peak. 

 

Table 4: R and RMSE for independent variables and 

dependent variable. 

Parameter R RMSE 

Temperature & 

Solar Irradiance 
0.6884 327.2544 

Humidity & Solar 

Irradiance 
-0.6878 313.7555 

Wind Speed & 

Solar Irradiance 
0.3552 336.6058 

Pressure & Solar 

Irradiance 
8.01e-04 865.0954 

In the Table 4, the relationship between temperature and 

solar irradiance has the highest R of 0.6884. This is because 

strong solar light which causes higher temperature. So, 

temperature is mostly related to solar irradiance. Other than 

that, the lowest R of 8.01e-04 and the highest RMSE of 

865.9054 is the relationship of pressure and solar irradiance.  
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B. Result of validation for multiple regression model 

 

Table 5: Validation for multiple regression model with 

different parameters. 

Parameter 
1st order (Linear) 

2nd order 

(Quadratic) 

R RMSE R RMSE 

Temp 0.6885 208 0.7148 200 

Temp, 

RH 
0.7113 201 0.7197 199 

Temp, 

RH, WS 
0.7246 197 0.7589 187 

Temp, 

RH, WS, 

Pressure 

0.7403 193 0.8000 172 

Temp, 

RH, WS, 

Pressure, 

Time 

0.7642 185 0.8815 135 

 

Based on the Table 5, it shows the result for the model 

validation of multiple regression. With the increase of 

parameters, then R is increased while RMSE is decreased. 

There is also improvement from 1st order (linear) to 2nd order 

(quadratic) regression. As the result, R is increased from 

0.7642 to 0.8815 and RMSE is decreased from 185 to 135 

with all the parameters. 

 
𝑦 = 4005𝑋1 + 1185𝑋2 − 1005.1𝑋3 − 186.6𝑋4

− 45860𝑋5 − 0.43917𝑋1𝑋2

+ 2.8699𝑋1𝑋3 − 3.9952𝑋1𝑋4

− 104.36𝑋1𝑋5 + 0.0072604𝑋2𝑋3

− 1.1856𝑋2𝑋4 + 23.461𝑋2𝑋5

+ 0.93005𝑋3𝑋4 − 1.2566𝑋3𝑋5

+ 46.991𝑋4𝑋5 + 2.7276𝑋1
2

+ 0.027146𝑋2
2 − 0.12369𝑋3

2

+ 0.18551𝑋4
2 − 855.27𝑋5

2 

(5) 

 

With the estimated of coefficients, the equation of multiple 

regression model as shown in Eq. (5) where 𝑋1  = 

temperature, 𝑋2 = humidity, 𝑋3 = wind speed, 𝑋4 = pressure 

and 𝑋5 = time. 

 

C. Result of validation for neural network model 

 

Table 6: Validation for neural network model with 

different parameters. 

Parameter R RMSE 

Temp 0.7278 195.3103 

Temp, RH 0.7298 194.9912 

Temp, RH, WS 0.7709 181.4396 

Temp, RH, WS, 

Pressure 
0.8308 159.8094 

Temp, RH, WS, 

Pressure, Time 
0.9067 121.0106 

With only 1 hidden layer that consists of 5 neurons. 

 

 

From the Table 6, this is the validation result of neural 

network model. For this validation, the neural network is set 

to only 1 hidden layer that consists of 5 neurons. As the result, 

the model is getting better as the increase of parameters. With 

only the parameter of temperature, R of 0.7278 and RMSE of 

195.3103 achieved by neural network. Then, the neural 

network with all parameters has the highest R of 0.9067 and 

the lowest RMSE of 121.0106. 

 

Table 7: Model validation with different number of 

hidden layers. 

Parameter 

No. 

of 

hidden 

layer 

No. of 

neuron 
R RMSE 

Temp, 

RH, WS, 

Pressure, 

Time 

1 
5 (for 

each 

hidden 

layer) 

0.9067 121.0106 

2 0.9153 116.3766 

3 0.9173 114.1820 

 

Table 7 shows the validation of model with all the 

parameters and different number of hidden layers. Each 

hidden layer has same amount of neuron which is 5 neurons. 

From the table previous, the neural network is validated with 

1 hidden layer that consists of 5 neurons. Now, neural 

network is validated by increasing of hidden layer. In the 

result, that the neural network has achieved the highest R of 

0.9173 and the lowest RMSE of 114.1820 with 3 hidden 

layers. As the more hidden layer, the deeper neural network, 

then the validation result is better. By the comparison of 

multiple regression and neural network models, the validation 

result for neural network is higher than multiple regression. 

This may explain that the neural network based on the 

backpropagation algorithm while multiple regression is based 

the best fit line that regressed by all the parameters. 

 

 

 
Figure 6: The final structure of neural network. 

 

Figure 6 shows that the final structure of neural network 

model. It consists 3 hidden layers and each hidden layer has 

5 neurons. Total of 15 neurons in the neural network.  The 

structure of neural network as shown in Figure has the highest 

R and lowest RMSE so it is chosen as the best neural network 

model used to forecast solar irradiance. 
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D. Result of ACF and PACF (Inter-day) 

 

 
Figure 7: ACF and PACF with seasonality of 1440 (Inter-

day). 

 

Figure 4.4 shows the ACF and PACF plots for weather 

parameters with seasonality of 1440. For the results, ACF 

plots show that those lags are towards zero. Also, PACF plots 

with the only significant point on lag (1). As conclude, AR 

(1) is chosen to use in ARIMA models for seasonality of 

1440. 

 

E. Result of ACF and PACF (Intraday) 

 

 
Figure 8: ACF and PACF with seasonality of 60 

(Intraday). 

 

Figure 4.5 shows the result of ACF and PACF plots for 

each weather parameters with seasonality of 60. The upper 

row is all about ACF plots while lower row is PACF plots. 

ACF plots have the behavior towards zero even there are 

some negative lags. Then, PACF plots show the significant 

points on some lags. However, the lag (1) is still the most 

significant value. So, it can be concluded that AR (1) is 

suitable to use in ARIMA. 

 

F. ARIMA equation 

 

Based on the differencing process and the result of ACP 

and PACF in Figure 4.4 and 4.5, the final ARIMA models for 

inter-day and intraday are known as 

𝑆𝐴𝑅𝐼𝑀𝐴 (1,1,0)(1,1,0)1440  and 𝑆𝐴𝑅𝐼𝑀𝐴 (1,1,0)(1,1,0)60 . 

Then, the equations of SARIMA model with their specific 

coefficients are shown in below.  

 
(1 − (−0.1755)𝐵)(1 −  (−0.1755)𝐵1440)(1 − 𝐵)1(1 − 𝐵1440)1𝑦𝑡

= 0.3040 
(6) 

(1 − (−0.0462)𝐵)(1 −  (−0.0462)𝐵1440)(1 − 𝐵)1(1 − 𝐵1440)1𝑦𝑡

= 0.7999 

(7) 

(1 − (−0.1882)𝐵)(1 −  (−0.1882)𝐵1440)(1 − 𝐵)1(1 − 𝐵1440)1𝑦𝑡

= 12.1441 

(8) 

(1 − (−0.2463)𝐵)(1 −  (−0.2463)𝐵1440)(1 − 𝐵)1(1 − 𝐵1440)1𝑦𝑡

= 0.0062 

(9) 

 

For inter-day,𝑆𝐴𝑅𝐼𝑀𝐴 (1,1,0)(1,1,0)1440 for temperature, 

humidity, wind speed and pressure which are represented by 

Eq. (6), (7), (8) and (9). 

 

 

(1 − (−0.1738)𝐵)(1 −  (−0.1738)𝐵60)(1 − 𝐵)1(1 − 𝐵60)1𝑦𝑡

= 0.3254 
(10) 

(1 − (−0.0434)𝐵)(1 −  (−0.0434)𝐵60)(1 − 𝐵)1(1 − 𝐵60)1𝑦𝑡

= 0.8616 

(11) 

(1 − (−0.1882)𝐵)(1 −  (−0.1882)𝐵60)(1 − 𝐵)1(1 − 𝐵60)1𝑦𝑡

= 12.2030 

(12) 

(1 − (−0.2433)𝐵)(1 −  (−0.2433)𝐵60)(1 − 𝐵)1(1 − 𝐵60)1𝑦𝑡

= 0.063 

(13) 

For intraday, 𝑆𝐴𝑅𝐼𝑀𝐴 (1,1,0)(1,1,0)60  for temperature, 

humidity, wind speed and pressure which are represented by 

Eq. (10), (11), (12) and (13). 

 

 

G. Result of solar irradiance forecasting (Inter-day and 

Intraday) 

 

Four different testing days which are 29 Feb 2020, 5 Mar 

2020, 10 Mar 2020, 12 Mar 2020 chosen to evaluate the 

forecast performance for each model based each model based 

on the metric of weighted mean absolute percentage error 

(WMAPE). 
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Figure 9: Day ahead solar irradiance forecasting on 29 Feb 2020. 

 

 

Figure 10: Day ahead solar irradiance forecasting on 5 Mar 2020. 

 

 

Figure 11: Day ahead solar irradiance forecasting on 10 Mar 2020. 
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Figure 12: Day ahead solar irradiance forecasting on 12 Mar 2020. 

In the Figure 9, WMAPE for neural network (NN) model 

is 11.79% which 6.75% lower than multiple regression (MR) 

model. Besides that, WMAPE for GFS and blended models 

which are 42.87% and 22.85% respectively. The pattern of 

solar irradiance acts as normal on this day. Therefore, neural 

network model is the best model used to forecast on sunny 

day with normal solar irradiance. 

From the Figure 10, none of the models has performed a 

good forecasting on this day. Even the lowest WMAPE for 

GFS model is 97.53% which is close to 100%, then WMPAE 

for the rest of models are exceeded 100%. This is because of 

unexpected low solar irradiance due to heavy rainy day or 

overcast day. So, this result indicates that the models is not 

able to forecast on the extreme day with low solar irradiance. 

Based on the Figure 11, WMAPE for neural network (NN) 

model is 31.23% which 4.78% lower than multiple regression 

(MR) model. Even though neural network (NN) model is 

better compared to multiple regression (MR) model, but the 

blended model has the best performance which WMAPE is 

30.50%. There is the fluctuation of solar irradiance on this 

day which means the average solar irradiance value is lower 

than normal. Then, blended model has the benefit on 

moderate solar irradiance since it is the combination of neural 

network (NN), multiple regression (MR) and GFS models. 

Overall, blended model has showed a good forecast 

performance on cloudy day with medium solar irradiance 

value. 

In the Figure 12, the forecast performance for multiple 

regression (MR) model is slightly better than neural network 

(NN) model. WMAPE for multiple regression (MR) model is 

35.08% while 36.20% for neural network (NN) model. 

However, blended model has the lowest WMAPE which is 

34.85%. The pattern of solar irradiance on this day is similar 

to the Figure. The only difference is that there is sudden drop 

of solar irradiance at peak of the day. So, it can be defined as 

the day with medium low solar irradiance. As the result, 

blended model has better forecast performance compared to 

other models on the day with medium low solar irradiance. 

Figure 13: An hour ahead solar irradiance forecasting on 29 Feb 2020. 
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Table 8: Forecast performance for each model in different hour (29 Feb 2020). 

Time 
WMAPE (%) 

MR model NN model GFS model Blended model 

7-8 AM 86.24 65.02 93.30 52.84 

8-9 AM 72.39 51.72 60.54 61.55 

9-10 AM 20.73 16.04 44.58 27.11 

10-11 AM 5.88 7.11 37.64 14.80 

11-12 PM 12.91 6.30 35.51 17.58 

12-1 PM 5.26 8.42 34.87 13.27 

1-2 PM 14.62 15.67 28.45 19.56 

2-3 PM 5.91 17.05 20.00 13.21 

3-4 PM 30.21 28.62 18.36 24.55 

4-5 PM 10.98 18.75 32.98 8.58 

5-6 PM 34.62 16.86 107.87 41.97 

6-7 PM 132.57 23.44 433.62 182.20 

 

Figure 14: An hour ahead solar irradiance forecasting on 5 Mar 2020. 

 

Table 9: Forecast performance for each model in different hour (5 Mar 2020). 

Time 
WMAPE (%) 

MR model NN model GFS model Blended model 

7-8 AM 473.44 34.81 93.85 120.60 

8-9 AM 37.73 21.94 48.41 13.17 

9-10 AM 27.81 23.35 34.89 15.38 

10-11 AM 88.45 94.91 26.41 61.61 

11-12 PM 67.52 87.05 26.89 59.79 

12-1 PM 38.50 53.02 15.55 35.01 

1-2 PM 92.02 104.59 80.16 91.21 

2-3 PM 75.52 79.83 151.10 86.67 

3-4 PM 90.10 36.11 258.88 56.68 

4-5 PM 16.63 27.61 237.69 83.00 

5-6 PM 42.91 27.23 380.24 148.63 

6-7 PM 328.65 178.25 1472.43 659.78 
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Figure 15: An hour ahead solar irradiance forecasting on 10 Mar 2020. 

 

Table 10: Forecast performance for each model in different hour (10 Mar 2020). 

Time 
WMAPE (%) 

MR model NN model GFS model Blended model 

7-8 AM 297.10 70.35 92.21 97.31 

8-9 AM 35.59 28.71 55.96 35.72 

9-10 AM 9.70 10.28 35.99 10.98 

10-11 AM 21.12 15.47 38.41 24.80 

11-12 PM 21.15 12.84 38.67 24.18 

12-1 PM 30.33 32.90 45.40 32.59 

1-2 PM 32.91 33.35 40.04 34.15 

2-3 PM 59.36 59.92 58.78 59.29 

3-4 PM 24.64 23.85 21.31 21.14 

4-5 PM 53.85 15.45 18.06 28.68 

5-6 PM 42.21 6.32 80.33 40.49 

6-7 PM 181.97 19.92 402.33 201.37 

 

 

Figure 16: An hour ahead solar irradiance forecasting on 12 Mar 2020. 
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Table 11: Forecast performance for each model in different hour (12 Mar 2020). 

Time 
WMAPE (%) 

MR model NN model GFS model Blended model 

7-8 AM 311.50 25.52 88.22 89.32 

8-9 AM 28.44 33.31 57.80 36.65 

9-10 AM 18.93 6.55 47.41 11.68 

10-11 AM 7.43 6.86 42.13 16.69 

11-12 PM 21.02 24.91 46.68 30.26 

12-1 PM 63.99 59.98 42.66 55.54 

1-2 PM 33.44 48.11 41.90 40.50 

2-3 PM 25.52 29.45 30.46 28.48 

3-4 PM 38.72 20.20 19.79 21.29 

4-5 PM 12.17 8.02 40.85 15.99 

5-6 PM 87.06 21.08 127.66 78.60 

6-7 PM 376.58 105.96 698.10 393.55 

Figure 13 presents an hour ahead solar irradiance 

forecasting on 29 Feb 2020. In each forecast hour, the forecast 

performance for each model is summarized in Table 8. There 

are five times of the lowest WMAPE for neural network (NN) 

model which is varied between 6.30% to 51.72%. Other than 

that, the times of the lowest WMAPE achieved for multiple 

regression (MR), GFS and blended models which are four, 

one and two respectively. This could be explained that the 

neural network (NN) model is not only perform well on whole 

day as showed in Figure but also hourly forecast within the 

day. In short, neural network (NN) model has the best forecast 

performance on 29 Feb 2020. 

Figure 14 shows an hour ahead solar irradiance forecasting 

on 5 Mar 2020. The forecast performance for each model 

calculated and stated in Table 9. As the result, both neural 

network (NN) and GFS models have performed four times of 

the lowest WMAPE. Besides that, multiple regression (MR) 

and blended models have achieved only two times of the 

lowest WMPAE. This outcome indicates that the neural 

network is still not able to forecast low solar irradiance from 

10AM to 1PM (peak of the day). Fortunately, GFS models 

has provided better performance to overcome this kind of 

situation. Overall, it seems like neural network (NN) and GFS 

models can be applied together for getting a good forecast on 

5 Mar 2020. 

Figure 15 shows an hour ahead solar irradiance forecasting 

on 10 Mar 2020. The forecast performance for each model on 

10 Mar 2020 noted in Table 10. Neural network (NN) model 

has seven times of the lowest WMAPE which is varied 

between 6.32% to 70.35% while multiple regression (MR) 

model is three times. Besides that, both GFS and blended 

models have only one time of the lowest WMAPE over this 

day. By comparing the times of the WMAPE, it can be 

concluded that the neural network (NN) model has better 

forecast performance compared to other models on 10 Mar 

2020. 

Figure 16 shows an hour ahead solar irradiance forecasting 

on 12 Mar 2020. The forecast performance for each model on 

12 Mar 2020 recorded in Table 11. Six times of the lowest 

WMAPE varied between 8.02% to 105.96% achieved by 

neural network (NN) model. The times of the lowest 

WMAPE for multiple regression (MR), GFS and blended 

models are four, two and zero. None of one time presented 

the lowest WMAPE for blended model. As the result, neural 

network (NN) model is defined as the best forecast model on 

12 Mar 2020. 

In discussion, as the result of the relationship between 

independent variables, there is no strong relationship between 

independent variables which means multicollinearity does 

not exist. On the other word, there is no duplicate and 

redundant independent variable. Also, all independent 

variables are suitable to put into forecast model. Besides that, 

temperature is the most suitable to apply because it is highly 

related to solar irradiance. 

Then, the results of model validation showed that the neural 

network (NN) model has better R and RMSE compared to 

multiple regression (MR) model. However, the model 

validation is definitely difference than forecast testing. Even 

the result of model validation is great but it does not mean the 

model is great at forecasting. So, it is essential to test those 

models with at least few different testing days before 

concluding the performance of the models. The coefficient of 

seasonal ARIMA for inter-day and intraday are quite similar 

therefore the only difference is the seasonality. 

For inter-day forecasting, there is expected result as neural 

network has the best performance on sunny day while 

blended model with better forecast on cloudy day. Since the 

most of data that refer to sunny day, then the neural network 

model with powerful algorithm which makes the forecast on 

sunny day more accurate. Besides that, the solar irradiance 

forecast obtained from GFS is usually lower than the actual 

solar value. Therefore, blended model that combined MR, 

NN and GFS to provide moderate solar irradiance forecast 

which close to the solar value on cloudy day. Furthermore, all 

the models are also expected that not able to forecast on the 

extreme day. This is why intraday forecast takes part to 

overcome the issue. 

Other than that, for intraday forecasting, although neural 

network model has outperformed than other models due to its 

deep neural network property, but still neural network has not 

the best performance for each forecast hour. Moreover, 

unlikely multiple regression as a form of equation, neural 

network is an opaque model which computes result based on 

neurons. Overall, it can be concluded that never forecast solar 

irradiance that only based on a single model but apply 

multiple models to get better forecast result. 
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IV. CONCLUSION 

 

Solar irradiance forecasting is an essential technique that 

required to apply on the field of solar energy especially there 

is growing on green energy nowadays. In this project, 

multiple regression (MR) and neural network (NN) models 

have been built to forecast solar irradiance. With the weather 

forecast generated by ARIMA models, then only MR and NN 

models can forecast one day ahead (inter-day) and an hour 

ahead (intraday) solar irradiance. After that, blended model 

was formed by blending MR, NN and GFS models together. 

Neural network has the best result of model validation with R 

of 0.9173 and RMSE of 114.1820. As the result of inter-day 

forecast, WMAPE of 11.79% obtained for neural network 

model on sunny day. For the cloudy days, blended model has 

achieved the lowest of WMAPE of 30.50% and 34.45%. In 

addition, none of models is able to perform well on the 

extreme day with low solar irradiance. On the other hand, 

neural network model is superior to other models on intraday 

forecast. Even though GFS model has not performed well on 

most of testing days but it is useful to apply on forecast the 

peak of day that towards low solar irradiance. 
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